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ABSTRACT 

For computer-aided clinical support systems, automatically analyzing endoscopic pictures presents a challenge 

when it comes to polyp identification. With encouraging outcomes, models based on VGG19 networks, transformers, 
and their combinations have been proposed for polyp segmentation. Nevertheless, those methods are either limited to 

simulating the polyps' local appearance or do not provide multi-level feature representation for spatial dependency 

throughout the decoding process. To overcome these drawbacks, a novel network called Colon-Former is proposed in 

this research. An encoder-decoder architecture called Colon Former may simulate semantic information at both the 

encoder and decoder branches across a long distance. The encoder is a transformer-based lightweight architecture 

designed to model global semantic relations at several scales. A hierarchical network structure called a decoder is used 

to enhance feature representation by learning multi-level features. Besides, a refinement module is added with a new 

skip connection technique to refine the boundary of polyp objects in the global map for accurate segmentation. 

Extensive experiments have been conducted on five popular benchmark datasets for polyp segmentation, including 

Kaiser, CVC-Clinic DB, CVC-Colon DB, CVC-T, and ETIS-LA rib. Experimental results show that our Colon Former 

outperforms other state-of-the-art methods on all benchmark datasets. 
 

1. INTRODUCTION 

More than 694,000 people die from colorectal 
cancer (CRC), one of the most prevalent cancers in the 

world. The most frequent cause of colorectal cancer 

(CRC) is colon polyps, specifically high-grade dysplasia 

adenomas. A long-term study found a 3% decrease in the 

risk of colon cancer for every 1% increase in the 

probability of adenoma identification. Therefore, early 

polyp detection and removal is essential for both the 

prevention and treatment of cancer. Colonoscopy is 

therefore recognized as the gold standard for identifying 

colorectal cancer and colon adenomas. In actuality, 

overworked healthcare systems—especially those in 
low-resource environments—may cause endoscopies to 

take less time and overlook more polyps. A review of the 

literature indicates that between 20 and 47 percent of 

colon polyps may be absent during endoscopies. Patients 

may develop elevated risk factors as a result of this. 

Consequently, there is a critical need for research into 

creating computer-aided instruments to help 

endoscopists during endoscopic treatments. The 

environment for these kinds of systems has altered due 

to developments in deep learning and artificial 

intelligence. In an effort to assist physicians in 

identifying lesions and reduce the miss detection rate, 
learning algorithms have been developed to be used in 

computer-aided diagnostic (CAD) systems for the 

automatic detection and prediction of polyps. In 

numerous retrospective studies and diagnoses, deep 

neural networks have demonstrated significant promise 

in supporting colon polyp diagnosis. A computerized 

tomography (CAD) system can assist endoscopists in 

enhancing lesion detection rates, maximizing techniques 
for high-risk lesion endoscopy, and expanding clinic 

capacity without compromising diagnostic quality. 

Robust polyp segmentation using deep learning has 

become more accurate and efficient. The most popular 

method in the past has been convolutional neural 

networks (CNNs). Long-range dependency modeling is 

a strong suit for Transformers, a deep learning 

architecture. Incorporating transformers into deep 

learning models for colon polyp segmentation is 

enabling this effort to achieve cutting-edge outcomes. 

 

2. OBJECTIVE 

A brief assessment of popular approaches and strategies 

for polyp segmentation is provided in this area of the 
project. In order to segment medical images, this study 

begins with an examination of CNN architectures and 

their variations, particularly U-Net models. Next, as a 

promising method to enhance a deep neural network's 

learning feature representation capacity, look at the 

attention process. This concludes the investigation of the 

Vision Transformer and its uses in medical image 

processing and polyp segmentation. We present Colon 

Former, a new Transformers-based network that is 

inspired by these methods for modeling multi-scale and 

multi-level characteristics. Although a CNN decoder and 
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a transformer encoder are both included in the core 

architecture of our colon former, our method is distinct 

from the models previously stated in a few aspects. For 

learning multi-scale features, the encoder in Colon 

Former is a lightweight Transformer with a 

hierarchically structured structure. Using feature maps 

that are taken from encoder blocks at various scales and 

subregions, the decoder is a hierarchical pyramid 
structure that can learn from heterogeneous input. 

Additionally, a refinement module is suggested in order 

to increase the accuracy of segmentation on small polyps 

and hard regions. The goal of this study is to precisely 

locate and define the boundaries of polyps in 

colonoscopy pictures automatically. This helps identify 

colorectal cancer early on, which is a serious health issue. 

The primary goal is to obtain pertinent characteristics 

that allow polyps to be distinguished from surrounding 

tissue. After that, determine the likelihood that each pixel 

in the picture belongs to a backdrop or polyp. Next, 

create a binary picture (mask) with background pixels 
labeled as 0 and pixels corresponding to the polyp 

labelled as 1. 

 

2.1 PROBLEM STATEMENT 

Colon-Former, a unique neural network architecture, is 

proposed by the research to handle the difficulty of 

accurate polyp identification and segmentation in 

endoscopic images. Spatial dependencies are captured 

successfully by Colon-Former, which combines a 

hierarchical decoder for multi-level feature 

representation with a transformer-based lightweight 

encoder for global semantic relation modeling. 

Segmentation accuracy is improved by a refinement 
module that uses inventive skip connections to fine-tune 

polyp borders in global maps. Colon-Former is superior 

to current approaches, as shown by extensive trials on 

benchmark datasets, and thus indicates a considerable 

development in computer-aided clinical assistance 

systems for endoscopic imaging. 

 

2.2 Existing System 

In order to predict accurate depth maps from a single- 

color image, the current method presents a novel D-Net 

model for universal use with multiple encoder 

backbones. 

Strengthening global contextual data and combining 

them with high resolution features allows D-Net to 
predict depth maps more accurately. Interestingly, our 

architecture enables automatic monocular depth 

estimation during end-to-end training, and it can be used 

with both convolutional and vision transformer 

backgrounds. 

System ablation investigations further demonstrate that a 

small encoder backbone combined with the suggested D- 

Net can provide a very compact, effective, and precise 

monocular depth estimate. 

Existing systems use the D-Net model, which uses 

unique convolutional blocks to capture just certain polyp 

properties in deep learning models for polyp 

segmentation. 

 

 

Existing System Disadvantages: 

 The primary D-Net decoder components are 

described by the current system. 

 No matter whatever backbone is utilized, D-Net is a 

fully end-to-end trainable model. 
 The training and operation of deeper CNN 

architectures may incur higher computing costs. 

 In order to have a more thorough grasp of the 

properties of polyps, transformers may be able to 

record the interactions between various elements of 

the image. 

 At the convolutional layers, CNNs mostly pay 

attention to local features. Since polyps have 

different looks and require relationships between 

distant image regions to be taken into account, this 

is the primary drawback for polyp segmentation. 
 

2.3 Proposed System 

 For colon polyp segmentation, this paper suggests a 

unique deep neural network architecture dubbed 

Colon Former. 

 This model learns an effective multi-scale 

hierarchical feature representation by utilizing the 

benefits of both the Transformer and CNN 

architectures. By relaxing it with a residual link, this 

model additionally enhances the reverse attention 

with axial attention. 

 The network may gradually adjust the polyp border 
from a coarse global map that the decoder produces 

thanks to the refinement module. 

 Using widely used benchmark datasets, our system's 

comprehensive studies demonstrate that Colon 

Former performs noticeably better than current 

state-of-the-art models. 

 (4)Future research will look into sparse or 

lightweight self-attention layers as a way to lower 

the computational complexity. 

Proposed System Advantages 

 Good performance: VGG19 performs well, 
particularly when trained on big datasets, as 

demonstrated by its excellent accuracy in a variety 

of picture classification tasks. 

 Transfer learning: You may use pre-trained weights 

for feature extraction and obtain good performance 

even with limited data by 
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using VGG19 as your basis model for transfer 

learning. 

 Interpretability: The layered convolutional and 

pooling layers of VGG19's straightforward 

architecture make it comparatively simple to grasp 

and comprehend the learnt features. 

 Community support: The VGG19 design is 

extensively researched and used, and a sizable 

community of practitioners and researchers is 

working on it. This community offers a wealth of 
information and assistance for implementing the 

architecture in Python. 

 

3. RELATED WORKS 

We give a quick overview of popular approaches and 

strategies that have been created for polyp segmentation 

in this section. Initially, we examine CNN architectures 

and their variations, particularly UNet models, in the 

context of medical image segmentation. After that, we 

Examine how a deep neural network's capacity to learn 

feature representation can be enhanced by studying the 

attention mechanism as one promising method. Lastly, 

the Vision Transformer and its uses for medical image 

processing and polyp segmentation are examined. 
 

4. METHODOLOGY OF PROJECT 

MODULES 

1 Dataset: We established the method to obtain the input 

dataset for training and testing purposes in the first 

module. We have utilized the dataset obtained from 

Polyp Identification. 

There are 4000 photos of polyps in the dataset. 

2. Importing the required libraries: To do this, Python 

will be used. Initially, we will import the required 

libraries, including pandas, numpy, matplotlib, and 

tensor flow, as well as keras for creating the primary 

model and sklearn for dividing training and test data and 

PIL for converting images to an array of integers. 

 

3 Image retrieval: The pictures and their labels will be 

retrieved. The pictures should then be resized to ((100, 

100)) so that they are all the same size for identification. 

Next, transform the pictures into a numpy array. 

4 Dataset splitting: Divide the dataset into test and train 

subsets. 20% are test data, while the remaining 80% are 

train data. 

 

(5) Constructing the model 

Architecture: VGG19 has a sequential architecture 

consisting of five max-pooling layers for down sampling 

and sixteen convolutional layers, each of which is 

followed by a Rectified Linear Unit (ReLU) activation 

function. In addition, it features three fully connected 

categorization layers at the conclusion. The architecture 

of VGG19 can be summed up as follows: 

Enter the input (224x224x3), 16 layers with 3x3 filters, 
1 byte of padding, and ReLU activation are called 

convolutional layers. Pool Size and Stride: 2 x 2 Pool 

Size; 5 Layers for Maximum Pooling Fully connected 

layers: three layers with 4096, 4096, and 1000 units, 
respectively; the third layer for classification uses soft 

max activation while the previous two layers use ReLU 

activation. 

 

Availability of Pre-trained Models Tensor Flow and 

Keras are two well-known deep learning frameworks 

that offer VGG19 as a pre-trained model. This model was 

trained on substantial datasets, notably Image Net. A 

excellent place to start with transfer learning is with this 

pre-trained model, which may be refined on certain 

picture classification tasks using smaller datasets. 

 

6. Use the fit function to apply the model and plot the 

graphs for accuracy and loss: The model will be 

compiled and used. There will be two in the batch. The 

accuracy and loss graphs will then be plotted. Our 
average training accuracy was 99.3%, while our average 

validation accuracy was 97.6%. 

7. Accuracy on test set: 99.7% of the test set was 

accurate. 

 

8. Saving the Trained Model: The tested model is first 

saved as a.h5 file before being transmitted to the 

production-ready environment once it has been trained. 

Execution can then take place. 

5. DATA FLOW DIAGRAM 
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Fig: 7 Flow Diagram 

 

6. ALGORITHM USED IN PROJECT 

VGG19 includes a sequential design with 5 max- 

pooling layers for down sampling, 16 convolutional 

layers with a Rectified Linear Unit (ReLU) activation 

function after each, and 3 fully connected layers for 

classification at the end. 

The following succinctly describes the architecture of 

VGG19: 

The input (224x224x3) 

Convolutional Layers: 16 layers with ReLU activation, 1 

padding, and 3x3 filters 

Fully Connected Layers: 3 layers with 4096, 4096, and 
1000 units, respectively; ReLU activation in the first two 

layers and soft max activation in the final layer for 

classification; 

Max-Pooling Layers: 5 layers with a 2x2 pool size and a 

stride of 2. 

7. SYSTEM ARCHITECTURE 

 
Fig: System Architecture Of Project 

8. RESULTS 
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9. FUTURE ENHANCEMENT 

We plan to explore sparse or lightweight self-attention 

layers in our upcoming work in order to lower the 

computational complexity. Furthermore, it is possible to 

take advantage of alternative architectures that combine 

CNNs and Transformers. 

10. CONCLUSION 

The goal of this research is to segment colon polyps 

using a revolutionary deep neural network architecture 

called ColonFormer. Utilizing the benefits of both CNN 

and Transformer architectures, our model acquires a 

potent multi-scale hierarchical feature representation. By 

relaxing it with a residual connection, this also improves 

the reverse attention with axial attention. The network 

may gradually correct the polyp border from a coarse 
global map that the decoder produces thanks to the 

refinement module. Our comprehensive tests 

demonstrate that, using widely used benchmark datasets, 

ColonFormer performs noticeably better than current 

state-of-the-art models. In order to lower the 

computational cost, we plan to examine lightweight or 

sparse self-attention layers in future work. Furthermore, 

different kinds of architectures that combine CNNs and 

Transformers can also be used. 
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